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ABSTRACT
Image style transfer is a recently popular research field, which aims
to learn the mapping between different domains and involves differ-
ent computer vision techniques. Recently, Generative Adversarial
Networks (GAN) have demonstrated their potentials of translating
images from source domain 𝑋 to target domain 𝑌 in the absence
of paired examples. However, such a translation cannot guarantee
to generate high perceptual quality results. Existing style transfer
methods work well with relatively uniform content, they often fail
to capture geometric or structural patterns that reflect the quality
of generated images. The goal of this doctoral research is to inves-
tigate the image style transfer approaches, and design advanced
and useful methods to solve existing problems. Though preliminary
experiments conducted so far, we demonstrate our insights on the
image style translation approaches, and present the directions to
be pursued in the future.
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1 INTRODUCTION
Stylizing images in an artistic manner has been widely studied in
the domain of non-photorealistic rendering (NPR) [42]. Traditional
approaches develop dedicated algorithms for specific styles. How-
ever, substantial efforts are required to produce fine-grained styles
that mimic individual artists. Recently, learning-based style trans-
fer methods, in which an image can be stylized based on provided
examples, have drawn considerable attention [11, 18]. In particu-
lar, the power of Generative Adversarial Networks (GANs) [13] is
explored to achieve high-quality style transfer, with the distinct
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feature that the model is trained using two different domain images.
The GAN-based image-to-image translation is to capture special
characteristics for one image collection and figure out how these
characteristics could be translated to target image collection. Many
researches have produced attractive transfer results, where image
pairs are required [17, 21]. However, the major limitation is that
they use paired images as supervision, which is impractical for
many tasks due to the challenge of obtaining such correspond-
ing ground truth. Some style transfer works avoid the need for
such paired datasets by introducing the unpaired image-to-image
translation using generative adversarial networks [4, 50].

A problem when applying style transfer to challenging input
images with complex spatial layouts is that the synthesized images
tend to distribute style elements evenly across the whole image,
making the holistic structure become unrecognizable, therefore,
the results are not entirely satisfactory. For inputs with prominent
fundamental characteristics or sensitive to structure distortion,
the uniformly distributed textures further obscure weak details
and destroy the original structure. To solve the problems of detail
preservation, Liu et al. proposed to improve style transfer results by
preserving salient information of content images, which adds a lo-
calization network to calculate the region loss. However, it tends to
generate discontinuous salient regions and background if it cannot
keep the balance between style loss and region loss [33]. Cheng et al.
combined the depth and edge information to construct a structure
representation to solve the disruption of content, which is limited
by a single style image and not robust for structure preservation [5].

The goal of this PhD research is to explore the principle of style
transfer and propose advanced and useful methods to solve existing
problems. We have proposed two GAN-based methods to generate
high-quality translation results when the inputs are single image
and multi-images, respectively. As for single input, we propose a
method to preserve saliency detail information while correctly map-
ping unpaired images from source domain to target domain, named
SDP-GAN. The SDP-GAN introduces an extra saliency network
that concurrently predicts the saliency map, which helps the calcu-
lation of newly proposed objective functions. The encoder part of
the saliency branch is also concatenated into the generator network
to yield a smooth overall style transformation, with content details
properly preserved in salient regions. As for multi-input images,
we refer to the concept of high dynamic range image (HDR) fusion
techniques [25–27], to combine multi-input images to generate
more informative transfer results. Multi-input images can provide
more scene information to the network. However, capturing totally
static images at the same time is difficult. A common strategy used
in HDR fusion is to obtain a stack of different exposure images and
merge them together. We propose a GAN-based method to align
the multi-input images and combine the scene information from
them simultaneously.

Session 22: Doctoral Symposium MM ’21, October 20–24, 2021, Virtual Event, China

2950

https://doi.org/10.1145/3474085.3481029
https://doi.org/10.1145/3474085.3481029
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3474085.3481029&domain=pdf&date_stamp=2021-10-17


2 BACKGROUND AND RELATEDWORK
2.1 Generative Adversarial Networks
The concept of GAN was originally proposed by Goodfellow et
al. [13], which has drawn substantial attention in the field of deep
learning. The conventional GAN includes two modules, the genera-
tor 𝐺 and the discriminator 𝐷 , to achieve desirable transformation
and generate new samples which are indistinguishable with tar-
get images. This framework corresponds to a min-max two-player
game, which can be described as:

𝐺∗, 𝐷∗ = argmin
𝐺

max
𝐷

𝐿(𝐺,𝐷) (1)

We adopt a wide diversity of real photos {𝑥𝑖 }𝑖=1,...,𝑁 ∈ 𝑋 as our
source domain data, and a collection of artistic images {𝑦 𝑗 } 𝑗=1,...,𝑀 ∈
𝑌 , as the target domain data. The original adversarial loss can be
represented as:

𝐿GAN (𝐺,𝐷) = 𝐸𝑦∼𝑝data (𝑦) [log𝐷 (𝑦)]
+ 𝐸𝑥∼𝑝data (𝑥) [log(1 − 𝐷 (𝐺 (𝑥))] (2)

GANs have achieved impressive results in different image syn-
thesis tasks. The GAN-based image-to-image translation is defined
as the problem of translating a possible representation of one scene
into another, which can be viewed as a generalization of style trans-
fer, since it is not limited to transfer the styles of images, but can also
manipulate attributes of objects. Isola et al. proposed Pix2Pix for
pixel-to-pixel image translation problems [17]. Although Pix2Pix
produces very impressive synthetic images, the major limitation
is that it must use paired images as supervision. It requires paired
image sets for the training process which is impractical for many
tasks due to the challenge of obtaining such corresponding ground
truth. Zhu et al. introduced CycleGAN to perform image translation
with unpaired training data, which trains two sets of GAN models
at the same time, mapping from class 𝐴 to class 𝐵 and from class
𝐵 to class 𝐴, respectively [50]. Karras et al. proposed StyleGAN
to embed the latent code to each convolutional block, which can
achieve image modification more delicate [22].

The strength of generative adversarial networks makes it ideal
for solving various image processing problems, especially for those
where the perceptual quality of outputs is the primary evaluation
criterion. GAN-based image translation has applied in many vision
tasks, including image restoration and enhancement [1], super
resolution [23], image denoising [3] and image inpainting [49].
Based on these methods, we proposed two GAN-based networks
to achieve high-quality image style translation with single-input
image and multi-input images, respectively.

2.2 Image Style Translation
Many non-photorealistic rendering methods have been developed
since the mid-1990𝑠 , and nowadays NPR is a firmly established
field in computer graphics [12]. There are some works proposed
to mimic specific artistic styles [42]. However, these methods use
low-level image features and often fail to capture image structures
effectively, such as making object boundaries clear. Inspired by the
development of convolution neural networks (CNN), Gatys et al.
first applied CNN feature activations to recombine the content of
a given photo and the style of famous artworks [10]. Their sub-
sequent work [11] used the feature maps of a pre-trained VGG

network to optimize the content, and captured texture informa-
tion of the style image using the Gram matrix [9]. However, the
algorithm of Gatys et al. does not perform well in preserving the
coherence of fine structures and details. Also, it generally fails for
photorealistic synthesis, due to the limitations of Gram-based style
representation. To solve the problem, some derived Gram-based
representation methods are put forward to encode style informa-
tion [41]. Then, some efficient methods are proposed to optimize
a generative model offline and produce the stylized image with a
single forward pass [31]. Johnson et al. aimed to pre-train a feed-
forward style-specific network and produced a stylized result with
the forward pass at the testing stage [18]. The design basically fol-
lows Gatys et al. [11], which suffers from the same aforementioned
issues. Recently, some structure-preserving style transfer methods
are proposed [5, 32, 33]. Liu et al. focused on salient regions in style
transfer with the help of region loss, computed by introducing a
localization network [33]. Cheng et al. used the depth and edge
information to construct a structure representation to solve the
disruption of content [5]. Liu et al. applied the saliency map to
fuse the real image and stylized image, generating an output with
stylized salient regions and real background regions [32]. All these
methods, however, use a single style image and generate results
whose style heavily depends on the chosen style image.

For arbitrary style transfer, a few methods [16] adjusted the
content features to match the statistics of the style features. Isola et
al. [17] and Li et al. [24] applied generative adversarial learning
to achieve the transformation between two domains. Zhu et al.
further introduced CycleGAN to train unpaired image datasets [50].
Choi et al. aimed at obtaining one single model to transfer multiple
artistic styles [6] . Park et al. concentrated on attention-based style
transfer techniques, which lead to some improvement, but still
unsatisfactory for generating high-quality results [39].

The inputs of the aforementioned methods are noise or a single
image. Some recent image translation works are proposed for com-
bining multi-input images with generative adversarial networks.
Perera et al. extended unsupervised image-to-image translation to
multiple input settings using GAN and validated their method on
several tasks, including multi-spectral images to visible images and
synthetic to real image translations [40]. Joo et al. applied GAN
to generate a fusion image combined the shape of image 𝑥1 and
the identity of image 𝑥2 with the help of min-patch training [19].
Ma et al. used GAN to fuse infrared and visible information, ob-
taining a fused image with major infrared intensities together with
additional visible gradients [34]. Multi-input image synthesis often
appears in multi-exposure image fusion research field. Yang et al.
fused two inputs, the under-exposed image and the over-exposed
image, to generate an informative output [48]. Niu et al. proposed
a reference-based residual merging block for aligning large object
motions in the feature domain, and a deep supervision scheme for
eliminating artifacts of the reconstructed images [36].

No matter the input is single-input image or multi-input images,
the detail preservation in generated images is necessary, which
leads to a better perspective experience. To solve such problems
that appeared in conventional image style translation methods,
we introduce two GAN-based detail preservation architectures to
improve the total performance.
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(a) Input (c) CycleGAN(b) StarGAN (d) SDP-GAN

Figure 1: The top result of CycleGAN [50] loses some in-
formation in the doll’s head region, and the results of Star-
GAN [6] cannot produce desired style transformation, while
our method solves these problems well.

3 WORK IN PROGRESS
3.1 Style Transfer with Single Images
Although large improvements have been achieved with learning-
based stylization over unpaired datasets, state-of-the-art (SOTA)
methods often fail to produce satisfying visual results. These meth-
ods aim to transfer the holistic style from the source domain 𝑋 to a

new domain
∧
𝑌 that has identical distribution to the target domain𝑌 .

However, such a translation does not guarantee a high perceptual
quality style transfer for the whole image, even if each region in
an individual 𝑥 is correctly transferred into the target style. Ac-
cording to our observation, traditional approaches often produce
two types of problems: loss of details in structured regions, and
excess of details in smooth regions. One possible explanation for
this is that previous models rely heavily on convolution to model
the dependencies across different image regions. To achieve bet-
ter perceptual quality, the transformation should preserve more
edge details in structured regions and reduce unwanted artifacts in
smooth regions, while the overall style is maintained. For learning-
based methods, increasing the size of the convolution kernels can
improve the representational capacity of the network but doing so
also loses the computational and statistical efficiency.

We propose a GAN-based method to preserve saliency detail
information while correctly mapping unpaired images from source
domain to target domain, named SDP-GAN [30]. The SDP-GAN
introduces an extra saliency network that concurrently predicts
the saliency map, which helps the calculation of newly proposed
objective functions. The encoder part of the saliency branch is also
concatenated into the generator network to yield a smooth overall
style transformation, with content details properly preserved in
salient regions. Fig. 1 shows the comparisons with two classic GAN-
based style transfer methods, CycleGAN [50] and StarGAN [6],
in terms of style transformation. Fig. 1 (b) and (c) display their
results with a uniform style across the whole image. However,
more favorable style transfer results can be obtained when image
content is better preserved in certain regions, as shown in the red
box in Fig. 1 (d). The top result of CycleGAN apparently loses some
information in the doll’s head region. This artifact appears not only

Table 1: Quantitative comparisons of the proposed SDP-
GAN with other representative GAN methods in terms of
IS and FID scores.

Styles IS and FID StarGAN CartoonGAN CycleGAN SDP-GAN

Miyazaki Hayao IS 5.48±0.52 6.09±0.83 4.37±0.58 6.38±0.98
FID 169.42 159.69 136.82 133.76

Van Gogh IS 4.28±0.53 4.77±0.48 4.58±0.74 4.86±0.59
FID 162.89 135.93 106.94 101.59

Ukiyo-e IS 5.33±0.52 6.10±0.72 5.75±0.64 6.07±0.77
FID 152.46 123.42 107.25 101.92

MEAN IS 5.03±0.52 5.65±0.68 4.9±0.65 5.77±0.78
FID 161.59 139.68 117 112.42

in CycleGAN, but in other latest style transfer methods [4, 11] as
well. Our top result demonstrates that the stylization quality in
salient regions is important and should be handled properly. For
the comparisons with StarGAN, the proposed method shows a more
attractive style transformation than StarGAN.

In addition to visual comparisons, we also organize quantitative
comparisons against several GAN-based style transfer methods,
StarGAN [6], CartoonGAN [4] and CycleGAN [50], to validate the
superior performance of SDP-GAN in Table 1. We choose the Incep-
tion score (IS) [43] and the Fréchet Inception distance (FID) [14] for
quantitative evaluation. IS computes the KL divergence between the
conditional class distribution and the marginal class distribution.
Higher Inception score indicates better image quality. FID is a more
principled and comprehensive metric, and has been shown to be
more consistent with human evaluation in assessing the realism
and variation of the generated samples. Lower FID values mean
closer distances between synthetic and real data distributions. In
quantitative comparisons, the proposed SDP-GAN achieves the best
IS and FID scores on average, which demonstrates the superiority
of the proposed method.

3.2 Style Transfer with Multi-input Images
Some recent image translation approaches are proposed for synthe-
sizingmulti-input images, which provide more scene information to
generate more informative results. However, capturing totally static
images at the same time is difficult. Refer to the multi-exposure
image fusion techniques [26], a common strategy is to obtain a
stack of different exposure images and merge them together.

The original multi-input image synthesis approaches work only
for static scenes because they typically assume constant radiance
at each pixel over all exposures. If the scenes exist moving content,
these methods produce ghosting artifacts from even small misalign-
ments between inputs. Then, some methods [38] are introduced
to synthesize inputs with scene motions or dynamic objects using
homography or optical flow. Generally, the middle image is consid-
ered as the reference image and the other inputs are aligned to the
reference. These algorithms can generate high-quality translation
results if inputs are fully aligned, but will produce ghosting and
blurring artifacts if there are unaligned errors. Some patch-based
methods [15, 45] are then proposed to reconstruct the input images
by patch-based synthesis according to one selected reference im-
age, to form a fully registered image stack. However, patch-based
reconstruction is not always robust in complicated situations.
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(a) LDRs (b) Our result

(c) Hu et al. (d) Sen et al. (e) Kalantari et al. (f) Wu et al. (g) Our result

Figure 2: Input images are shown in (a), and our result is
shown in (b). (c) Result of Hu et al.’s method [15]. (d) Re-
sult of Sen et al.’s method [45]. (e) Result of Kalantari et
al.’s method [20]. (f) Result of Wu et al.’s method [46]. (g)
Zoomed-in areas of our result. The proposed method gener-
ates results with fewer artifacts and higher quality.

Recent works [20, 46, 47] used deep neural networks (DNN) to
learn the synthesis process. Kalantari et al. [20] first proposed a
DNN-based generation method, whose inputs are aligned using
optical flow before they are sent to the network. However, their
method fails to handle the artifacts and distortions caused by the
misalignment error of flow-based methods. Wu et al. [46] applied
a simple homography to align the background first and used the
network to achieve main alignment. Yan et al. [47] introduced
an attention-guided network to detect and align dynamic objects
before fusion. However, they still suffer from artifacts when the
input images contain large motions or significant misalignment,
due to the unreliability of image registration.

We propose a GAN-based multi-input image translation method,
which learns the mapping between source and target domains and
transforms the inputs to the informative outputs [29]. The proposed
method successfully fuses multi-inputs and generates high-quality
images by introducing an initialization phase, a modified GAN loss
and min-patch training. Fig. 2 shows the comparisons with several
typical multi-input synthesis methods, including two patch-based
methods [15, 45] and two deep learning-basedmethods [20, 46]. Our
method deals with the multi-inputs properly with the assistance
of the modified GAN loss and min-patch training, which pay more
attention to the dynamic regions and emphasize the edges.

In addition to visual comparisons, we also organize quantitative
comparisons, including PSNR, SSIM and HDR-VDP-2 [35] between
the generated images and the real images, to further evaluate the
performance of the proposed methods. Table 2 exhibits the com-
parison results of the proposed method with several multi-input
image synthesis methods [15, 20, 45, 46]. Although the comparison
methods get similar quantitative scores, the proposed method owns
superior performance overall.

Table 2: Quantitative comparison of the proposed method
with several SOTA multi-input image synthesis methods.

PSNR SSIM HDR-VDP-2
Sen [45] 40.924 0.9806 56.239
Hu [15] 34.785 0.9725 55.754

Kalantari [20] 42.532 0.9871 59.824
Wu [46] 41.667 0.9844 59.908
Ours 42.857 0.9869 60.052

4 FUTUREWORK
There are numerous self-supervised methods consider solving jig-
saw puzzles as pre-text tasks. This learning strategy is a recent
variation on the unsupervised learning theme that transfer the pre-
trained network parameters on jigsaw puzzle task to other visual
recognition tasks [7, 28]. Noroozi et al. introduced a context-free
network (CFN) to separate the pieces in convolutional process. Their
main architecture focused on a subset of possible permutations in-
volving all the image tiles and solved a classification problem [37].
Santa et al. proposed to handle the whole set by approximating
the permutation matrix and solving a bi-level optimization prob-
lem to recover the right ordering [44]. The above methods tackle
the problem by dealing with the separate pieces and then find-
ing a way to recombine them. Carlucci et al. proposed JiGen to
train the jigsaw classifier and object classifier simultaneously. They
focused on domain generalization tasks by considering that the
jigsaw puzzle solver can improve semantic understanding [2]. Du et
al. combined the jigsaw puzzle and progressive training to opti-
mize the fine-grained classification by learning which granularities
are the most discriminative and how to fuse information cross
multi-granularity [8]. These methods assume that a rich univer-
sal representation has been captured in pre-trained model, which
is useful to be fined-tuned with task-specific data using various
strategies. Inspired by their method, we plan to design a jigsaw
puzzle solver and transfer the pre-trained parameters to image style
tasks, which can concentrate more on the semantic information
and further promote the quality of image translation.

5 CONCLUSION
In this paper, we summarize our study on image style transfer
with generative adversarial networks. For image style transfer with
single-input image, we proposed the SDP-GAN to achieve detail
preservation, which introduces an extra saliency network that con-
currently predicts the saliency map, which helps the calculation of
newly proposed objective functions. For multi-input images, we in-
troduce an initialization phase, a modified GAN loss and min-patch
training to align the multi-input images and combine the scene
information from them simultaneously. Based on current works,
we consider the following directions for future research: designing
a jigsaw puzzle solver and transferring the pre-trained parameters
to image style tasks to achieve high-quality image translation.
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