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Abstract—As a fundamental and effective method, sparse rep-
resentation based classification (SRC) has been applied to com-
puter vision field for many years. However, SRC assumes that the
training samples in each class contribute equally to the dictionary
which will cause high residual errors and instability. In order
to solve the problem and improve classification performance
further, class specific centralized dictionary learning (CSCDL)
algorithm was proposed. CSCDL considers the concentration
of sparse codes in the same class and shows good recognition
performance but the fact that CSCDL is only suitable to linear
structures limits its applications. To address the limitation, in this
paper, we expand the CSCDL algorithm into the kernel space
and turn the nonlinear problem into linear ones. Kernel functions
and some nonlinear mapping, are used to map original data into
a high-dimensional kernel feature space. Effective experimental
results on face recognition benchmark databases prove that
the performance of kernel class specific centralized dictionary
learning (KCSCDL) algorithm is superior to that of CSCDL.

Keywords—kernel space; face recognition; specific centralized
dictionary learning

I. INTRODUCTION

Nowadays, as one of biometric techniques, face recognition
has been applied to many fields by its unique features, such as
public security, video surveillance, human-computer interac-
tion, multimedia retrieval and so on. Face recognition usually
involves five stages: 1) Face detection, 2) image preprocessing,
3) feature extraction, 4) classifier construction, 5) matching
recognition. Many algorithms have been proposed for classifier
construction, such as support vector machine (SVM) [1],
boosting [2], the nearest neighbor (NN) [3] and so on. Nearest
subspace methods were proposed to assign the label of a test
image by comparing its reconstruction error for each category
[4], [5].

Based on the nearest subspace framework, sparse represen-
tation based classification (SRC) was proposed and showed
impressive classification performance [6]. SRC represents a
test sample with a linear combination of training samples.
In each class, some images are selected as training samples,
and the rest of images are used as test images. Firstly, sparse
coding is carried out on the training sample image set, and
then the classification is determined according to the residual
error from each class. The experiment proves that the method
has strong robustness.

As one of algorithms for sparse representation, dictionary
learning [7], [8], [9] has been applied to visual computation

areas for many years. Based on the theory of wavelet anal-
ysis, Mallat and Zhang put forward the method for adaptive
decomposition of signal decomposition [10]. The basic thought
is using over-complete dictionary to replace traditional or-
thogonal basis. In over-complete dictionary, signals can select
bases which are used to denote the signal flexibly according to
their own characteristics in order to get a certain extent close
to the essential characteristics of signals. A large number of
experimental data show that the signal sparse representation
is more efficient in the over-complete dictionary.

Two models of dictionaries which are used most commonly
are comprehensive dictionary model and analytic dictionary
model. The former attempts to find a group of base vectors
to reflect the signal eigenspace, commonly used methods are
the following: Sparsenet dictionary learning algorithm [11]
which uses maximum likelihood estimation method to learn
dictionary. A lot of small image blocks are extracted from the
natural image database as the training set, but its disadvantage
is easily being trapped into local optimal. MOD (method of
optimal directions) dictionary learning algorithm [12] which
uses the OMP algorithm for sparse coding and introduces
closed-form solution to update the dictionary. It is assumed
that the values of each iteration are not updated one by one
but updated together after all iterations. The speed of updating
the dictionary is very fast, but it cannot have the global
optimal solution due to the limit of the zero norm. K-singular
value decomposition (K-SVD) algorithm [13] that is proposed
to solve the MOD algorithm’s computational complexity. It
updates the dictionary one by one, but it also faces the problem
to solving sparse coding without global optimal solution. In
addition, the algorithm is not guaranteed to converge. Online
dictionary learning (ODL) [14] which deals with only one
sample each iteration and uses Lars (Least-angle regression) to
solve the sparse coding algorithm and the coordinate decline
method to update dictionary respectively. This method Can
update online, but the processing speed is so slow for large-
scale data. The latter considers sparse representation problem
from the viewpoint of dual analysis. It tries to find the
basis of the orthogonal space of the signal. Compared with
the comprehensive model, in the same dimension, analytic
model owns more subspaces. The commonly used methods
are Analyisis K-SVD [15] algorithm, LST(learning sparsifying
transform) algorithm and so on.
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As one technique to deal with nonlinear data, kernel method
was proposed by Vapni and then applied into PCA (principal
component analysis) by scho1kopf et al. [16]. Although SRC
has good robustness, it cannot classify a test sample if it has
the same vector direction when training samples belong to
two or more classes [17]. In other words, SRC could not
deal with the image which includes of nonlinear structures.
In order to solve these problems, Zhang et al. [17] proposed
a kernel sparse representation-based classifier (KSRC) which
combines SRC and kernel tricks successfully. In KSRC, the
nonlinear data of original space were mapped into a high
or even infinite dimensional kernel feature space according
to some kernel mapping. As mentioned above, dictionary
learning is an efficient method. Zhu, Yang and Tang proposed a
dictionary learning based kernel sparse representation method
and achieved impressive performance in face recognition [18].

Liu et al. [19], [20] proposed class specific dictionary
learning (CSDL) approach and class specific centralized dic-
tionary learning (CSCDL) shows the superior performance
to SRC. Motivated by the superior performance of CSCDL
and the useful kernel tricks, in this paper, we propose a
kernel class specific centralized dictionary learning (KCSCDL)
algorithm for sparse representation based classification. The
main contributions focus on threefold,

1. We extended the CSCDL algorithm to the kernel space
to utilize the nonlinear feature property to improve the recog-
nition performance.

2. Hellinger kernel is capable of achieving better perfor-
mance for face recognition tasks.

3. Experimental results on three databases demonstrate the
KCSCDL algorithm is more effective than CSCDL algorithm.

The rest of the paper is organized as follows. Section II
reviews class specific centralized dictionary learning algorithm
and some related knowledge about kernel tricks. Section
III explains our kernel class specific centralized dictionary
learning approach for sparse representation. The application
of the proposed KCSCDL algorithm in the face recognition
is shown and the experimental setup and results analysis are
given in Section IV. Finally, discussions and conclusions are
drawn in Section V.

II. RELATED WORK

In this section, we review the CSDL algorithm which
was proposed in paper [20], [21] and then introduce some
knowledge about kernel technique briefly.

A. Overview of CSDL

In SRC, one test sample can be represented as a linear
combination of all classes of training samples:

y = Bs (1)

here, y represents one test sample. B is the dictionary includes
of all training samples. B = [B1, B2, ..., Bc], where c repre-
sents the number of classes. s is a sparse coefficient vector and
s = [0, ..., 0, sc,1, ..., sc,nc , 0, ..., 0]T . Nc is the number of the
training samples in the cth class. SRC uses training samples

as the dictionary directly, so the test sample can be expressed
as the following

y = XWs (2)

here, the training samples X = [X1, X2, ..., Xc], and W ∈
RN×N is an identity matrix. This means that the training
samples contribute equally for constructing the dictionary
B = XW when representing the test sample y. The objective
function of CSDL is:

f(W c, Sc) = {||Xc −XcW cSc||2F + 2α
Nc∑
n=1

||Sc.n||1}

s.t.||XcW c
.k||22 ≤ 1,∀k = 1, 2, ...,K

(3)

here, α is the regularization parameter to control the trade-off
between fitting goodness and sparseness, W c is the learned
weight coefficient for constructing the dictionary and Sc is
the corresponding sparse representation. c is the cth class and
K is the size of the learned dictionary.

CSDL classifies images according to the minimum residual
error id(y):

id(y) = arg min {||y −XWs||22} (4)

therefore, the final goal is to get the id(y) which will be
implemented in the next section.

B. Introduction of kernel method

As an effective technique in machine learning, kernel
method’s biggest contribution is to map raw data to a high
dimensional space so that the nonlinear features of the original
space can be dealt with in linear methods. Most of existing
image classifiers are linear classifiers which can only deal with
linear data, so its application has great limitations in particular.
In order to keep the good properties of linear classifiers, the
kernel method has become a hot research topic. The following
is a brief introduction of the kernel mapping and the kernel
function.

1. Kernel mapping: As for the data with nonlinear structure,
it is necessary to make data change from a low dimensional
space to a high dimensional space with some nonlinear map-
ping, making the nonlinear structure turn into the linear. Gen-
erally, assuming that one original data set {x, x ∈ X,X ∈ R}:
and the mapping is concluded as the following:

Φ : X → F, x ∈ X → Φ(X) ∈ F (5)

F is the kernel space.
2. Kernel function: Although we know that the kernel

mapping can solve the nonlinear problem, finding a suitable
mapping is difficult. KPCA [16] proved that some required
projection matrix arithmetic expressions in the original linear
space can be represented by the inner product of data in
the kernel space through some transformation. Fortunately,
the inner product has connection with some function in the
original and it is called kernel function κ.

κ : Rd ×Rd → R

κ(xi, xj) =< Φ(xi),Φ(xj) >= Φ(xi)
TΦ(xj)

(6)
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Therefore, we only need to find the kernel function κ, ignoring
the complex operation in kernel space. All kernel functions
must satisfy the Mercer conditions.

There are many kernel functions and in this paper, we used
five different κ. They are linear kernel, Polynomial kernel,
Gaussian kernel, Hellinger kernel and Histogram intersection
kernel.

III. KERNEL CLASS SPECIFIC CENTRALIZED
DICTIONARY LEARNING

For different classification tasks and various sample distri-
butions, a better dictionary should be more adaptable. Training
samples of the same class are ought to have different contribu-
tions weight in the corresponding dictionary and other samples
from the rest of classes should not work. Based on this, CSDL
uses a block-diagonal matrix to replace the W from Eqn. (2).
However, for CSDL, sparse codes in different classes are inter-
dependent. Such interdependence among classes may lead to
erroneous discrimination. To solve the problem, the centralize
sparse codes of the same class and plenty of experimental data
showed that the practice has greatly improved the performance.

<(Sc) =
Nc∑
n=1

||Sc.n − E(Sc)||22 (7)

here, E(S) represents the mean of each row of a matrix S.
The objective function of CSCDL algorithm is the combine

of Eqn. (3) and Eqn. (7).

f(W c, Sc) = {||Xc −XcW cSc||2F + 2α
Nc∑
n=1

||Sc.n||1

+ η
Nc∑
n=1

||Sc.n − E(Sc)||22}

s.t.||XcW c
.k||22 ≤ 1,∀k = 1, 2, ...,K

(8)

We extend the CSCDL to the kernel space to capture
nonlinear structure of the data to improve the classification
performance. Thus, the objective function of KCSCDL can be
written as follows,

f(W c, Sc) = {||Φ(Xc)− Φ(Xc)W cSc||2F + 2α
Nc∑
n=1

||Sc.n||1

+ η
Nc∑
n=1

||Sc.n − E(Sc)||22}

s.t.||Φ(Xc)W c
.k||22 ≤ 1,∀k = 1, 2, ...,K

(9)

Here, η is used for adjusting the trade-off between the re-
construction error and the degree of deviation from the sparse
codes to their centers. W c and W c are the weight matrix and
the sparse codes, respectively. The objective function of Eqn.
(9) is not convex to both Sc and W c. However, if one variable
is fixed, Eqn. (9) will be convex to another variable.

Specifically, similar to the optimization strategies adopted in
[22], [23], the problem is decomposed into two subproblems

via alternating minimization. They are a `1-norm regularized
least-squares minimization problem with fixed W c and a `2-
norm constrained least-squares minimization problem with
fixed Sc.

A. `1-norm regularized least-squares minimization problem

With fixed W c , Eqn. (9) will become as the following:

f(Sc) = ||Φ(Xc)− Φ(Xc)W cSc||2F + 2α
Nc∑
n=1

||Sc.n||1

+ η
Nc∑
n=1

||Sc.n − E(Sc)||22

(10)

Based on the transformation relationship of trace function and
F -norm, Eqn. (10) can be simplified as:

f(Sc) = −2
Nc∑
n=1

[κ(Xc, Xc)W c]n.S
c
.n

+
Nc∑
n=1

ScT.n [W cTκ(Xc, Xc)W c]Sc.n

+ 2α
K∑
k=1

Nc∑
n=1

|Sckn|+ η
Nc∑
n=1

(
N c − 1

N c
)2ScT.n S

c
.n

− 2
N c − 1

N c2
ScT.n

Nc∑
m=1,m6=n

Sc.m

(11)

Optimize the element Sckn with other elements fixed,

f(Sckn) = Sckn{[W cTκ(Xc, Xc)W c]kk + η(
N c − 1

N c
)2}

+ 2Sckn{
K∑

l=1,l 6=k

[W cTκ(Xc, Xc)W c]klS
c
ln}

− 2ηSckn(
N c − 1

N c2

N∑
m=1,m6=n

Sckm)

− 2ηSckn(
N c − 1

N c2

N∑
m=1,m6=n

Sckm)

− 2Sckn{[W cTκ(Xc, Xc)]kn}+ 2α|Sckn|
(12)

Here, [W cTκ(Xc, Xc)W c]kk = 1, because the restriction of
the dictionary which will be explained in `2-norm. Eqn. (12)
can be solved with the convexity and monotonic property of
the parabolic function and reaches the minimum at the unique
point.

Sckn =
1

1 + η(N
c−1
Nc )

2 max{Bkn − [EP c
kn

]kn, α}

+
1

1 + η(N
c−1
Nc )

2 min{Bkn − [EP c
kn

]kn,−α}
(13)
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Here, Bkn = [W cTκ(Xc, Xc)]kn + η[N
c−1
Nc

Nc∑
m=1,m6=n

Sckm],

E = W cTκ(Xc, Xc)W c, and P c
kn

={
Scpq, p 6= k||q 6= n
0, p = k&q = n

.

B. `2-norm constrained least-squares minimization problem

With Sc fixed, Eqn. (9) will become as the following,

f(W c) = ||Φ(Xc)− Φ(Xc)W cSc||2F
s.t.||XcW c

.k||22 ≤ 1,∀k = 1, 2, ...,K
(14)

Ignoring the constant term and expressed with the Lagrange
function, Eqn. (16) becomes,

Γ(W c, µk) = −2
K∑
k=1

[Scκ(Xc, Xc)]k.W
c
.k

+
K∑
k=1

W cT
.k [κ(Xc, Xc)W cScScT ].k

+ µk(1− [W cTκ(Xc, Xc)W c]kk)

(15)

Here, µk is Lagrange multiplier. According to the KKT con-
ditions, the optimum solution must satisfy the two conditions
as the following,

∂Γ(W c, µk)

∂W c
.k

= 0

1− [W cTκ(Xc, Xc)W c]kk = 0

µk 6= 0

(16)

Based on KKT conditions, we can get the result,

W c
.k =

ScT.k − [Qc
k

F ].k√
(ScT.k − [QckF ].k)

T
κ(Xc, Xc)(ScT.k − [QckF ].k)

(17)

where F = ScScT and Qc
k

=

{
W c
.p, p 6= k

0, p = k

IV. EXPERIMENTAL RESULTS

In this section, we will give the experiment setup and the
results analysis. In order to test the recognition performance
of KCSCDL algorithm, we carry out the experiment on three
benchmark databases, including of the Extended YaleB [24],
the AR [25] and the CMU PIE [26].

For every database, each image is cropped into 32 × 32,
forming a column vector with 4096 dimension. In order to
eliminate randomness, the experiment is carried out ten times.
In each class, 5 images and 10 images are chosen randomly
as the training samples and the testing samples, respectively.
The column vector is `2 normalized to form the raw feature.

In this section, to find the optimal kernel, KCSCDL algo-
rithm is tested in 5 kernels on three databases. Parameters of
the objective function, like α and η , have great effects on the
recognition performance. Therefore, finding best parameters is
an important task.

TABLE I
RECOGNITION RATE(%) OF FIVE KERNELS ON THREE

DATABASES

Database linear Poly Gaussian Hellinger HIK
Extended YaleB 80.60 79.75 74.50 90.90 59.29

CMU PIE 79.16 74.79 65.75 79.13 60.42
AR 92.40 90.72 81.63 85.90 81.10

A. Introducing of databases

1. Extended Yale B database: The extended Yale B database
contains 2414 frontal face images of 38 different individuals
totally. These images have different illumination conditions,
postures and facial expressions, so they are close to the
actual application. The experiment is carried out on the whole
database with a total of 2414 pictures. Each image has 1024
features.

2. CMU PIE database: The CMU PIE database contains
41368 images of 68 persons with multiple poses, expressions
and various illumination conditions. For each class, we choose
about 170 images to do the experiment, 11554 images in total.

3. AR database: The AR database is recognized widely. It
consists of over 4000 frontal images from 126 individuals. In
this experiment, images of 50 males and 50 females are chosen
to be tested. Each class has 26 images and 2600 in total.

B. Searching for optimal kernel

Five kernels are tested with the appropriate parameters(α is
2−9 and η is 2−7) when the recognition rate is high and stable
on three databases. The results are showed in Table I. From
Table I, we can see that each database has its optimal kernel.
For the Extended YaleB database, the KCSCDL algorithm
has the best recognition rate with the Hellinger kernel. On
the CMU PIE database, the recognition rate of linear kernel
and Hellinger kernel is so close that we cannot judge the
best kernel since that it is only one condition which we set.
Therefore, in order to find the optimal kernel, both of the two
kernels are used to find the optimal parameters. The highest
recognition rate on the AR database is the linear kernel.

As mentioned above, we set suitable parameters to find the
optimal kernel first. However, the final goal of the experiment
is to find the best circumstance, where the KCSCDL algorithm
can have the highest recognition rate. Parameters have great
effects on algorithm performance. In other word, we should
find the best combination of the kernel function and parame-
ters.

C. Matching optimal parameters

There are two parameters α and η which affect each other,
so we test one with another one fixed. At first, η is set as 0 and
α varies in the range: {2−1, 2−3, 2−5, ..., 2−11}. After finding
the best α, η varies in a suitable range to find the optimal one.

1) Extended YaleB database: For Extended YaleB database,
from Table I, the best kernel is Hellinger kernel, so the
experiment is based on it. Fig.1 shows the optimal parameters’
selection.
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Fig. 1. Influence of α and η on Extended YaleB database for KCSCDL.

From Fig.1, the best α is 2−9. Fixed α = 2−9, η is varied in
the rage: {2−1, 2−3, 2−5, ..., 2−11}. When η equals 2−7, the
face recognition rate reaches the highest point: 91.11%.
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Fig. 2. Influence of α and η on CMU PIE database for KCSCDL. For the
right figure, α = 2−9 for linear kernel and α = 2−7 for Hellinger kernel.

2) CMU PIE database: As discussed above, both of linear
kernel and Hellinger kernel should be tested in this part. The
results are in Fig.2.

Fig.2 compares the recognition rate in linear ker-
nel and Hellinger kernel when α is varied in range:
{2−1, 2−3, 2−5, ..., 2−11} with η = 0. The best α is 2−7

for Hellinger kernel and 2−9 for linear kernel. Fig.2. shows
that the best η is 2−7 for Hellinger kernel and 2−5 for linear
kernel. The highest rate on the CMU PIE database is fetched
in the Hellinger kernel, reaching at 80.74%. Therefore, the

TABLE II
RECOGNITION RATE(%) OF TWO ALGORITHMS ON THREE

DATABASES

Database CSCDL KCSCDL
Extended YaleB 80.37 91.11

CMU PIE 78.02 80.74
AR 94.63 94.78

best combination is the Hellinger kernel with α = 2−7 and
η = 2−7.
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Fig. 3. Influence of α and η on AR database for KCSCDL.

3) AR database: For the AR database, the most appropriate
kernel is linear kernel. Optimal parameters α = 2−11 and η =
2−7 are give in Fig.3. The recognition rate reaches 94.78%.

D. Comparison of algorithm performance

In order to show the performance of our algorithm KC-
SCDL, CSCDL algorithm is also tested on the three databases.
The relative data are showed in Table II. From Table II,
the comparison proves that KCSCDL algorithm has better
performance in face recognition than CSCDL. Both of the
two algorithms behave best on the AR database. The data
shows the performance of KCSCDL algorithm is capable
of increasing the recognition performance after mapping the
CSCDL algorithm to the kernel space. KCSCDL outperforms
CSDL by 10.74% on the Extended YaleB database and 2.75%
on the CMU PIE database. For AR dataset, there is no great
effect on improving recognition rate by mapping CSCDL to
the kernel space because each algorithm is executed on the
linear kernel space which is their optimal kernel .

V. CONCLUSION

In this paper, motivated by the impressive performance of
CSCDL algorithm, the idea that applying it to the kernel space
is proposed. The KCSCDL algorithm solves the nonlinear
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problem and improves the performance of CSCDL further.
The block wise coordinate descent algorithm and Lagrange
multipliers algorithm are proposed to solve the optimization
problem which makes operation more efficient. The exper-
iment results prove that KCSCDL algorithm has superior
performance in face recognition to CSCDL algorithm.
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